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MOTIVATIONS: STUDY CASE
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Design Problem

Problem Find a production and energy supply plan minimizing expected daily energy
costs (T = 24). Energy is bought in real time or in advance.

Decision Variables
Continuous: production,
stocks, energy purchases,
charge and stocks;
Binary:
bijt = 1{j produced by i at t}

Constraints
Dynamic Equations for
energy and product
stocks;
Shared resources: hard
constraints (binary)
Demand: by product.

Data
Deterministic energy
prices and demand;
Stochastic: solar energy
qPV
t .

MATHEMATICAL MODEL
We consider the strategic problem:

(P) : min
θ∈Θ

I(θ) + V (x0; θ)

where V (x0; θ) is the optimal value of a multistage mixed-integer stochastic problem:

(Pθ) V (x0; θ) := min
(ut,xt)t∈[T ]

E
[ T∑
t=1

Lθt (xt−1,ut, ξt)

]
s.t. xt = Dθ

t (xt−1,ut, ξt) ∀t ∈ [T ],

xt ∈ Xθ
t ∀t ∈ [T ],

ut ∈ Uθt (xt−1, ξt) ⊂ Uθt ∀t ∈ [T ],

σ(ut) ⊂ σ(ξ1, . . . , ξt) ∀t ∈ [T ].

STATE OF THE ART
• Expected Value (EV) Strategy

Principle: replace every random variable by its expected value and solve a deterministic program.
Pros: use of deterministic solvers, no stagewise independence.
Cons: doesn’t consider uncertainties.

• Model Predictive Control (MPC)
Principle: solve deterministic problems, adjusting trajectory as random realizations are revealed.
Pros: use of deterministic solvers, no stagewise independence.
Cons: no solution quality guarantee, slow online running time.

• Stochastic Dynamic Programming (SDP)
Principle: with stagewise independence, we solve the problem with dynamic equations.
Pros: few assumptions, easily implemented
Cons: curse of dimensionality.

• Stochastic Dual Dynamic Programming (SDDP)
Principle: solves continuous multistage linear stochastic problems with Benders-like cuts.
Pros: fast in practice, and theoretical guarantee.
Cons: cannot handle integer variables (without heavy computational burden, see SDDiP).

SOLVING THE OPERATIONAL PROBLEM
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 u?t := argmin
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Lθt (x, ut, ξ) + V rt+1(y)
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Vt(x) = min
u

E [Lθt (x, u, ξ) + Vt+1(xt)]

LOOK-AHEAD STRATEGY
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Dynamic Programming
Reduces a T−stage problem to T consecutive 1−stage problems.

Lθ1 Lθ2 V3
Lθ2 Lθ3 V4

Lθt Lθt+1 Vt+2. . .. . .
LθT LθT+1 VT+2

. . .

{Vt}t∈[T ]

Look-ahead Dynamic Programming
Reduces (Pθ) to T + 1 consecutive 2−stage problems.

Vt(x) = min
u∈ Ut(x,ξ),xt

E
[
Lθt (x,u, ξt)+ min

xt+1,ut+1

E
[
Lθt+1(xt,ut+1, ξt+1) + Vt+2(xt+1)

]]
xt = Dθ

t (x,u, ξ),

xt+1 = Dθ
t+1(xt,ut+1, ξt+1),

ut+1 ∈ Ut+1(xt, ξt+1),

σ(ut+1) ⊂ σ(ξt+1).

By keeping integrity constraints at t+1, we less often get non-admissible solutions.

SOLVING THE DESIGN PROBLEM
The problem (P) can be decomposed in two parts:

1. a design problem with variable θ
2. an operational sub-problem (Pθ) parametrized by θ.

(P) : min
θ∈Θ

I(θ) + V (x0; θ) Solve operational problem

- Corrected EV

- MPC

- Look-ahead heuristic

Solve design problem

- Expected Value

- 2-stage formulation

→ determine θ in 1st stage

→ solve (Pθ) in 2nd stage

- SDDP

Parametrize θ?

NUMERICAL RESULTS
Evaluation Criterion
For a state-based feedback ψ, and a scenario ξ[T ], we define the Anticipative Regret (AR):

ARψ(ξ[T ]) =
V̂ ψ(x0, ξ[T ])− V̂ ψant(x0, ξ[T ])

|V̂ ψant(x0, ξ[T ])|
,

where V̂ ψant is the value obtained knowing the full scenario from the beginning.

Operational problem results
SOCmax 0.5h 3h 6h
Solar factor L-A MPC EV L-A MPC EV L-A MPC EV

0.5 4.9 0.5 1.0 6.1 0.5 2.4 5.4 0.5 3.2
1.0 6.1 1.3 4.6 3.9 0.9 6.3 2.4 0.6 6.4
2.0 8.7 3.9 14 4.5 1.5 15 4.0 1.4 15
3.0 11 5.6 27 9.1 3.6 28 8.2 3.5 28

Table 1: Anticipative Regret (AR) in % for different methods (EV strategy, MPC, Look-
ahead) for the operational problem: MPC yields the most satisfactory results.

Design problem results
OPT AR (in %)

Solar Factor MPC 2stage SDDP MPC 2stage SDDP
0.5 6067 6023 6038 1.6 0.9 1.1
1.0 5471 5483 5451 2.1 2.3 1.7
2.0 4552 4553 4481 4.2 4.2 2.5
3.0 3714 3691 3641 8.7 7.9 6.7

Table 2: Expected Cost (Opt) and Anticipative Regret (AR) for different methods (EV,
2−stage, SDDP) determining θ and then MPC.
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