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Introduction



Motivation

• Perception, motion planning, and control;
• Autonomous cars and trucks; 
• Robotic manipulators;

Development of autonomous navigation and control systems for vehicles 
and robotic manipulators for improving safety and quality of life;



Robotic Plataforms



Autonomous Car

Project Carina II 
(since 2012)

Projects in colaboration with LRM – Mobile Robotics Laboratory (ICMC/USP)  

New platform under development within InSAC



Autonomous Truck

Research Project
USP / Scania Latin America 
(2013-2014) 

Projects in colaboration with LRM – Mobile Robotics Laboratory (ICMC/USP) 



Autonomous Truck

Research Project
USP / Vale S.A (2016-2018) 

Projects in colaboration with LRM – Mobile Robotics Laboratory (ICMC/USP) 



Robotic Manipulator

Robotic Manipulator Kinova Gen3 7-DoF
(since 2019)

Robotiq Gripper – 2F-85



Perception 



Road Marking Segmentation

• Deep Learning for road marking segmentation
• Application on autonomous vehicle localization

HORITA, L. R. T.; GRASSI JR, V. Employing a fully convolutional neural network for road marking detection. 
In: 2017 Latin American Robotics Symposium (LARS) and 2017 Brazilian Symposium on Robotics (SBR). 2017.



Road Marking Segmentation

HORITA, L. R. T.; GRASSI JR, V. Employing a fully convolutional neural network for road marking detection. 
In: 2017 Latin American Robotics Symposium (LARS) and 2017 Brazilian Symposium on Robotics (SBR). 2017.



Road Marking Segmentation

HORITA, L. R. T.; GRASSI JR, V. Employing a fully convolutional neural network for road marking detection. 
In: 2017 Latin American Robotics Symposium (LARS) and 2017 Brazilian Symposium on Robotics (SBR). 2017.



Monocular Depth Estimation

• Densification of depth 
measurements using 
Occupancy Maps;
• Supervised training of a 

ResNet based network for 
monocular depth 
estimation;
• Results show the benefits 

of densification;

Sparse-to-Continuous: Enhancing Monocular Depth
Estimation using Occupancy Maps

Nı́colas dos Santos Rosa1, Vitor Guizilini2, and Valdir Grassi Jr1

Abstract— This paper addresses the problem of single image
depth estimation (SIDE), focusing on improving the quality
of deep neural network predictions. In a supervised learning
scenario, the quality of predictions is intrinsically related to
the training labels, which guide the optimization process.
For indoor scenes, structured-light-based depth sensors (e.g.
Kinect) are able to provide dense, albeit short-range, depth
maps. On the other hand, for outdoor scenes, LiDARs are
considered the standard sensor, which comparatively provides
much sparser measurements, especially in areas further away.
Rather than modifying the neural network architecture to
deal with sparse depth maps, this article introduces a novel
densification method for depth maps, using the Hilbert Maps
framework. A continuous occupancy map is produced based on
3D points from LiDAR scans, and the resulting reconstructed
surface is projected into a 2D depth map with arbitrary
resolution. Experiments conducted with various subsets of
the KITTI dataset show a significant improvement produced
by the proposed Sparse-to-Continuous technique, without the
introduction of extra information into the training stage.

I. INTRODUCTION

Robotic platforms have been increasingly present in our
society, performing progressively more complex activities in
the most diverse environments. One of the driving factors
behind this breakthrough is the development of sophisticated
perceptual systems, which allow these platforms to under-
stand the environment around them as well as – or better
than – humans. For this, these platforms should be able to
extract depth information from the environments where they
are inserted. This work introduces a preprocessing technique
that benefits the training of deep convolutional networks used
to retrieve depth information from monocular images.

Nowadays, sensors allow the large-scale capture of three-
dimensional information, and amongst them, the most com-
monly used are rangefinders using LiDAR technology [1].
Nonetheless, these sensors can be extremely expensive de-
pending on the range and level of detail required by the ap-
plication. Since it is also possible to reconstruct 3D structures
from 2D observations of the scene [2], visual systems have
been employed as an alternative. This is motivated due to
their reduced cost and size, while also being able to perceive
colors. However, estimating depths from 2D images is a
challenging task and it is described as an ill-posed problem.
The reason for this is that the observed images may be
resultant of several possible projections from the actual real-
world scene [3]. This problem has been extensively studied

The authors are with the São Carlos School of Engineering1 at Uni-
versity of São Paulo (USP, Brazil) and the Toyota Research Institute2,
Los Altos, CA. Emails: {nicolas.rosa; vgrassi}@usp.br,
vitor.guizilini@tri.global
Code available at: https://github.com/nicolasrosa/Sparse-to-Continuous

Fig. 1: Sparsity comparison between the (a) KITTI Depth
(semi-dense) and (b) KITTI Continuous (dense, ours)
datasets, respectively. Warmer and colder colors represent
larger and smaller distances, respectively.

in Stereo Vision [4], [5], [6], [7] and Single Image Depth
Estimation (SIDE) [3], [8], [9], [10]. In this work, we focus
on the second approach, since it only requires one camera.

Deep Convolutional Networks (CNNs) have had a deep
impact on how recent works address the SIDE task, with
significant improvements in the accuracy and level of details
present in depth maps. Many of these methods model the
monocular depth estimation task as a regression problem and
are supervised. They often use sparse depth maps as ground-
truth, since these are readily available from other sensors (i.e.
LiDAR rangefinders).

However, the degree of sparsity present in these maps is
very high. For instance, in a 375 ⇥ 1242 image from the
KITTI Depth dataset, 84.29% of its pixels do not contain
valid information. For these pixels, the LiDAR fails to
acquire data due to light beams that didn’t return to the sensor
(e.g. sky). Probably because they couldn’t be projected to
the camera’s image sensor, or maybe the sensor is just
sparse and the measured values don’t fall in those pixels.
For the effective training of deep neural networks, one of
the palliatives found to overcome this lack of information
is to use datasets that provide a large number of examples.
Strictly for outdoor depth estimation tasks, the KITTI Raw
Data [11] and KITTI Depth [12] fit the above-mentioned
requirement. However, they also have the problem of high
sparsity on depth maps. Some recent works also propose
the use of secondary information (i.e. low-resolution depth
maps, normal surfaces, semantic maps), associating them to
the RGB images as extra inputs [13], [14], [15]. Other works
focused on the development of network architectures that are
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Monocular Depth Estimation

MENDES, R. d. Q.; RIBEIRO, E. G.; ROSA, N. S.; GRASSI JR., V. On deep learning techniques to boost monocular depth 
estimation for autonomous navigation. Robotics and Autonomous Systems, v. 136, p. 103701, 2021



Monocular Depth Estimation
• Supervised deep learningfor 

monocular depth estimation;
• Proposed architecture: 

DenseSIDENet;
• Training parameters: 

2M até 12M;
• Prediction rate: 32fps to 88fps;
• Estimates depth and surface 

normals;

Example of image from camera in a vehicle

Depth estimative results. 
Warmer colors means objects closer to camera

MENDES, R. d. Q.; RIBEIRO, E. G.; ROSA, N. S.; GRASSI JR., V. On deep learning techniques to boost monocular depth 
estimation for autonomous navigation. Robotics and Autonomous Systems, v. 136, p. 103701, 2021



Multi-task Learning
A.T.M. Nakamura, V. Grassi Jr. and D.F. Wolf Engineering Applications of Artificial Intelligence 100 (2021) 104205

Fig. 4. Multi-task learning architecture for simultaneous learning of instance segmentation and depth estimation. (a) a shared ResNet-50 backbone is split into (c) two task specific
modules. These modules are combined using (b) our greedy approach and they are followed by (d)–(e) a sequence of layers responsible for estimating the final representations of
each task. The estimated outputs are integrated to perform (f) the spatial instance segmentation. See Section 3.2 for more details. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)

For quantitative evaluations, we used the same metrics adopted
by Sener and Koltun (2018), Cipolla et al. (2018), the root mean square
error (RMSE) and mean intersection-over-union (mIoU):
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where Çy is the estimated value, y is the ground truth, n is the total
number of pixels in the evaluated images and C = 9 treats all classes,
i.e., 8 instances classes and background.

In addition to these metrics, the Average Precision (AP) metric is
also used to evaluate the instance segmentation task. This metric is
an extension of the commonly used object detection metric, Recall =

TP
TP+FN and Precision = TP

TP+FP , where TP is true positive, FP is false
positive and FN is false negative.

Given an image, the segmentation algorithm produces a set of
hypotheses, where each hypothesis is composed of a segmentation
prediction and a score. One hypothesis is considered correct if the IoU
between predicted instance mask and ground truth is greater than a
threshold, ↵. From this, the Precision–Recall (PR) curve and the area
under the PR curve, defined as Average Precision, are calculated. In
the CityScapes benchmark, the ↵ value ranges from 0.50 to 0.95 with a
step size of 0.05 to avoid bias in favor of a single threshold. Thus, the
Average Precision is calculated from the average over threshold values.

4.2. Ablation studies

Impact of weighting coefficients: In order to analyze the influence of
the weighting coefficients in the model convergence and allow a fair
comparison with (Sener and Koltun, 2018) in evaluating how different
objective functions are combined and optimized, we adopted the same
architecture as (Sener and Koltun, 2018). Thus, the encoder consists of
a ResNet-50 (He et al., 2016) initialized with ImageNet weights (Deng
et al., 2009), and each task decoder consists of a Pyramid Pooling
Module (Zhao et al., 2017). In this ablation study, we trained each
model during 200 epochs with L2 loss and without considering the
proposed sub-modules (Fig. 4(d)–(e)).

Table 1
Root Mean Squared Error (RMSE) of evaluated methods. Experiments were conducted
using the CityScapes validation set with resized resolution of 256 ù 512.

Instances error
[px]

Disparity error
[px]

Single task 9.7799 5.3242
Sener and Koltun (2018) 10.4987 5.2732
Uniform weighting 9.7490 5.4733
Greedy approach (ours) 9.7226 5.3766

Table 1 presents the evaluation results performed on the test set,
exactly as it has been done in Sener and Koltun (2018) and Cipolla
et al. (2018), i.e., evaluating the pixel direction estimation with respect
to the center of mass of each instance and the disparity estimations. We
report the Root Mean Squared Error (RMSE).

The first row shows the model’s performance when it is trained
individually for each task. We define these performances as our baseline
to evaluate the methods. Therefore, when we train multiple tasks
simultaneously, the model’s performance should be better than training
each task independently.

The performance obtained reproducing (Sener and Koltun, 2018)
is shown in the second row. As it can be seen, the method proposed
by Sener and Koltun (2018) resulted in the smallest disparity error
and the largest error related to instance segmentation task. This is
possibly because (Sener and Koltun, 2018) search for a common descent
direction between all tasks that generates the least magnitude vector.
Consequently, since we have tasks with different orders of magnitude,
this method underweighted the task related to instance segmentation so
that it does not dominate another task during training. However, this
made the disparity estimation task have greater importance during the
training process, making the model to converge only in relation to one
task.

On the other hand, when we define the same importance for both
tasks (i.e., kt = 1

T ,≈t À {1,… , T }) as adopted in most of the works
that perform multi-task learning, we can observe that this weighting
improved the performance related to instances regression. However,
regarding disparity estimation, the performance was worse than train-
ing a single-task model. This confirms that, in a uniform weighting,
the task with highest order of magnitude dominates the training and
convergence occurs mainly in relation to this task.

Finally, our greedy approach is shown in the last row, which re-
sulted in the best performance in the instances regression task. Al-
though it did not result in the smallest disparity estimation error, it

5

NAKAMURA, A. T. M.; GRASSI JR., V.; WOLF, D. F. An effective combination of loss gradients for multi-task learning applied on 
instance segmentation and depth estimation. Engineering Applications of Artificial Intelligence, v. 100, p. 104205, 2021.

Instance segmentation and  
Deph Estimation;

NAKAMURA, A. T. M.; GRASSI JR., V.; WOLF, D. F. Leveraging convergence behavior to balance conflicting tasks in multi-task 
learning. Neurocomputing, v. 511, 2022.



Robotic Manipulation
• Convolutional neural network for grasping 

points detection;
• Cornell Grasping Dataset was used.

Detected grasping points in blue

RIBEIRO, E. G.; MENDES, R. d. Q.; GRASSI JR., V. Real-time deep learning approach to visual servo control and grasp 
detection for autonomous robotic manipulation. Robotics and Autonomous Systems, v. 139, p. 103757, 2021.



Robotic Manipulation
• CNN was able to estimate grasping points at 74fps

RIBEIRO, E. G.; MENDES, R. d. Q.; GRASSI JR., V. Real-time deep learning approach to visual servo control and grasp 
detection for autonomous robotic manipulation. Robotics and Autonomous Systems, v. 139, p. 103757, 2021.



Robotic Manipulation

RIBEIRO, E. G.; MENDES, R. d. Q.; GRASSI JR., V. Real-time deep learning approach to visual servo control and grasp 
detection for autonomous robotic manipulation. Robotics and Autonomous Systems, v. 139, p. 103757, 2021.



Robotic Manipulation

RIBEIRO, E. G.; MENDES, R. d. Q.; GRASSI JR., V. Real-time deep learning approach to visual servo control and grasp 
detection for autonomous robotic manipulation. Robotics and Autonomous Systems, v. 139, p. 103757, 2021.

• A dataset for visual servoing and camera estimation;
• CNN for visual servoing control applied to grasping tasks;



Motion Planning 



Path Representation and Planning
• Piecewise linear continuous-curvature paths composed of clothoids, 

circular arcs, and straight lines

0 5 10 15 20 25 30 35
-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

s(m)
 

 

k(m-1)

s(m-2)

2 4 6 8 10 12 14 16 18
0

2

4

6

8

10

12

14

16

x(m)

y(
m

)
 

 
Clotóides
Arco de cirunferência
Retas

Considered states for planning: localization (pr), 
orientation (qr) e curvature (kr).

Example of piecewise linear 
continuos-curvature path

Curvature (kr) and its derivative (sr) 
as function of travelled distance (s).

SILVA, J. A. R. da; GOMES, I. P.; WOLF, D. F.; GRASSI JR., V. Sparse Road Network Model for Autonomous Navigation 
Using Clothoids. IEEE Transactions on Intelligent Transportation Systems, p. 1–14, 2020.



Path Representation and Planning
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Fig. 12. Software Architecture.

was driven approximately in the center of each lane. The map
is composed of single and double lanes roads, with straight
and curved lanes, and also roundabouts and intersections (T-
junction). Although the scenario chosen for validation of the
proposed approach has roads with only two lanes, lane change
maneuvers are assumed to be performed from one lane to
another, thus not requiring more than two lanes to validate the
proposed model. Therefore, most of the attributes presented in
earlier sections can be verified.

Some of the parameters were manually defined, being the
initial and final position of each lane. These position were
defined based on the parameters of roundabout and intersec-
tions. Moreover, the resulting map is composed by 1 inter-
section, 5 roundabout, and 15 roads with a total of 21 lanes,
in which 6 roads are double-lane.

The data acquisition collected an amount of 16435 points
of GPS, representing 32870 values to be stored (each GPS
point is composed by x and y coordinates values). The
parametrization step reduced this amount to 863 values (lanes
and roundabouts), in which:

• Lane geometry Sγ : 282 clothoids were required to
describe the lanes geometry, with a tolerance of 0.1 m,
which results in 564 values to be stored (σ and s).

• qs and qe: each one of this parameters (used in descrip-
tion of initial and final configuration of each lane)
requires 4 values to be stored. Therefore, for all 21 lanes,
a total of 168 values are stored.

• w: 21 values (one for each lane).
• u: 15 values (one for each road).
• λi , λo, ro f fi and ro f fo : 4 values for each lane, summing

up to 84 values.
• Roundabout parameters: there are 5 roundabout, and

each one has a center position (x and y coordinates) and
two radii (all roundabout are double-lane). Thus, a total
of 10 values of center and 10 radii are stored.

Therefore, GPS data is replaced by clothoid and configuration
parameters, yielding a reduction of 38 times in the storage
data. Fig. 13 shows how clothoid control points (green dots)
are sparsely positioned along the lanes in order to replace

Fig. 13. A road network considering a real map. The solid lines represent
the center of the lanes. Two adjacent green dots define a clothoid segment.

the dense GPS points representation. Each control point is a
configuration q used to interpolate clothoid curves in the path
planning phase.

The road network model and all its parameters are stored in
a XML file, similar to OpenDriver [37], OpenStreetMap [38]
and Lanelets 2 [39] standards for road-network description.
Basically, a map has at least one road and two intersections
(e.g. roundabout, crossing, so on), given that each road has
an initial and a final intersection. Each road has a set of
lanes, and each lane stores the clothoids parameters. In turn,
the intersections also store its parameters (e.g. the radii of
a roundabout), and ids of entrance and exit roads, used to
build the graph structure. In addition, the XML file also
stores semantic information of the roads, such as traffic signs
position.

B. Roundabouts

Five roundabouts are present on the chosen scenario.
Roundabouts centers and radii were evaluated considering the
path performed by the driver. The parameters λ and ro f f were
manually taken according to Section II-D, while attempting to
produce small values of curvature derivative. Roundabout 4 is
chosen to show resulting paths at real roundabouts, since it is
the one that has the greater number of entrance/exits.

Fig. 14 depicts the resulting paths when the first, second
and third exits are taken traveling along the external lane,

Authorized licensed use limited to: UNIVERSIDADE DE SAO PAULO. Downloaded on January 27,2021 at 13:09:40 UTC from IEEE Xplore.  Restrictions apply. 

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

RODRIGUES DA SILVA et al.: SPARSE ROAD NETWORK MODEL FOR AUTONOMOUS NAVIGATION USING CLOTHOIDS 11

Fig. 14. Roundabout path planning. The entrance road is double-lane and
the external lane inside the roundabout is taken.

where the top-left road is the roundabout entrance for this
case. Analyzing this result, it should be noted that the proposed
path planner can deal even with non-symmetrical roundabouts,
since the parameters can be tuned for each entrance/exit
individually.

C. Lane Change

The double-lanes roads present on the mapped area are,
in its major part, straight lines. Because of that, a double-lane
roundabout is chosen to validate the lane change approach,
since its curvature is relatively far from zero.

Figure 15 shows a path inside a double-lane roundabout,
where two lane changes between the internal and external
lanes are performed. As it can be seen, the curvature continuity
is guaranteed even when the curvature at the start and end of
the maneuver are not null.

Fig. 15. Lane change inside a double-lane roundabout.

D. Path Planning Algorithm

Algorithm 1 describes the global (obstacle-free) path-
planning, which uses the road-network model presented in
Section IV and the plath-planning algorithm described in
Section V. This algorithm comprehends the basic steps made
by the Route Planning and Path Reference Planning of the
navigation architecture for CaRINA II (Fig. 12), consider-
ing roundabouts, crossings, and road segments. Lane-change
maneuvers described in Section V.D were not included in
Algorithm 1 because they should be generated by a local path-
planning module that considers dynamic situations, perception
information and decisions made by decision-making compo-
nents. This is in line with other architecture designs presented
in the literature [3], [27] [40].

Therefore, Algorithm 1 receives as input the start (Ps) and
goal (Pg) positions of the vehicle and the road-network model
(Z). The first step (lines 1 and 2) is then to convert the global
reference frame of the localization (e.g, a GPS position in
UTM frame) into a local frame (ps and pg) with respect to the
map, or road-network (see Section VI-E). After that, the next
stage is to use the route-network model to perform the global
planning (line 3), finding a route between the current position
(ps) towards the destination (pg). To do that, graph search
algorithms (e.g. Dijsktra and A*) can be used, since Z is given
by Z = (C, R), which is a graph composed of roads (edges)
and intersections (vertexes), as illustrated in Figure 4.

The result of the global planning is a route described
as an ordered list of segments. These segments are roads
and intersections (e.g. crossing and roundabouts) that leads
the vehicle to the destination. Each segment of the route,
according to its type, is processed using the proper sequence of
equations in order to find its clothoid parameters. Thus, lines 7,
11 and 15 select the kind of path segment. For roundabouts,
further condition block statements are used to select among
the special cases of roundabout exits, as stated in Section V-
C. Finally, all individual segments are merged together to form
the complete path for the vehicle.

E. Navigation

At the navigation stage, two routes are performed by
CaRINA II, as depicted in Fig. 16. The computation of
those routes involves lanes, T-junctions, roundabouts and
lane changes. The videos of the performed routes and
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Fig. 14. Roundabout path planning. The entrance road is double-lane and
the external lane inside the roundabout is taken.

where the top-left road is the roundabout entrance for this
case. Analyzing this result, it should be noted that the proposed
path planner can deal even with non-symmetrical roundabouts,
since the parameters can be tuned for each entrance/exit
individually.

C. Lane Change

The double-lanes roads present on the mapped area are,
in its major part, straight lines. Because of that, a double-lane
roundabout is chosen to validate the lane change approach,
since its curvature is relatively far from zero.

Figure 15 shows a path inside a double-lane roundabout,
where two lane changes between the internal and external
lanes are performed. As it can be seen, the curvature continuity
is guaranteed even when the curvature at the start and end of
the maneuver are not null.

Fig. 15. Lane change inside a double-lane roundabout.

D. Path Planning Algorithm

Algorithm 1 describes the global (obstacle-free) path-
planning, which uses the road-network model presented in
Section IV and the plath-planning algorithm described in
Section V. This algorithm comprehends the basic steps made
by the Route Planning and Path Reference Planning of the
navigation architecture for CaRINA II (Fig. 12), consider-
ing roundabouts, crossings, and road segments. Lane-change
maneuvers described in Section V.D were not included in
Algorithm 1 because they should be generated by a local path-
planning module that considers dynamic situations, perception
information and decisions made by decision-making compo-
nents. This is in line with other architecture designs presented
in the literature [3], [27] [40].

Therefore, Algorithm 1 receives as input the start (Ps) and
goal (Pg) positions of the vehicle and the road-network model
(Z). The first step (lines 1 and 2) is then to convert the global
reference frame of the localization (e.g, a GPS position in
UTM frame) into a local frame (ps and pg) with respect to the
map, or road-network (see Section VI-E). After that, the next
stage is to use the route-network model to perform the global
planning (line 3), finding a route between the current position
(ps) towards the destination (pg). To do that, graph search
algorithms (e.g. Dijsktra and A*) can be used, since Z is given
by Z = (C, R), which is a graph composed of roads (edges)
and intersections (vertexes), as illustrated in Figure 4.

The result of the global planning is a route described
as an ordered list of segments. These segments are roads
and intersections (e.g. crossing and roundabouts) that leads
the vehicle to the destination. Each segment of the route,
according to its type, is processed using the proper sequence of
equations in order to find its clothoid parameters. Thus, lines 7,
11 and 15 select the kind of path segment. For roundabouts,
further condition block statements are used to select among
the special cases of roundabout exits, as stated in Section V-
C. Finally, all individual segments are merged together to form
the complete path for the vehicle.

E. Navigation

At the navigation stage, two routes are performed by
CaRINA II, as depicted in Fig. 16. The computation of
those routes involves lanes, T-junctions, roundabouts and
lane changes. The videos of the performed routes and

Authorized licensed use limited to: UNIVERSIDADE DE SAO PAULO. Downloaded on January 27,2021 at 13:09:40 UTC from IEEE Xplore.  Restrictions apply. 
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SILVA, J. A. R. da; GOMES, I. P.; WOLF, D. F.; GRASSI JR., V. Sparse Road Network Model for Autonomous Navigation 
Using Clothoids. IEEE Transactions on Intelligent Transportation Systems, p. 1–14, 2020.
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Fig. 14. Roundabout path planning. The entrance road is double-lane and
the external lane inside the roundabout is taken.

where the top-left road is the roundabout entrance for this
case. Analyzing this result, it should be noted that the proposed
path planner can deal even with non-symmetrical roundabouts,
since the parameters can be tuned for each entrance/exit
individually.

C. Lane Change

The double-lanes roads present on the mapped area are,
in its major part, straight lines. Because of that, a double-lane
roundabout is chosen to validate the lane change approach,
since its curvature is relatively far from zero.

Figure 15 shows a path inside a double-lane roundabout,
where two lane changes between the internal and external
lanes are performed. As it can be seen, the curvature continuity
is guaranteed even when the curvature at the start and end of
the maneuver are not null.

Fig. 15. Lane change inside a double-lane roundabout.

D. Path Planning Algorithm

Algorithm 1 describes the global (obstacle-free) path-
planning, which uses the road-network model presented in
Section IV and the plath-planning algorithm described in
Section V. This algorithm comprehends the basic steps made
by the Route Planning and Path Reference Planning of the
navigation architecture for CaRINA II (Fig. 12), consider-
ing roundabouts, crossings, and road segments. Lane-change
maneuvers described in Section V.D were not included in
Algorithm 1 because they should be generated by a local path-
planning module that considers dynamic situations, perception
information and decisions made by decision-making compo-
nents. This is in line with other architecture designs presented
in the literature [3], [27] [40].

Therefore, Algorithm 1 receives as input the start (Ps) and
goal (Pg) positions of the vehicle and the road-network model
(Z). The first step (lines 1 and 2) is then to convert the global
reference frame of the localization (e.g, a GPS position in
UTM frame) into a local frame (ps and pg) with respect to the
map, or road-network (see Section VI-E). After that, the next
stage is to use the route-network model to perform the global
planning (line 3), finding a route between the current position
(ps) towards the destination (pg). To do that, graph search
algorithms (e.g. Dijsktra and A*) can be used, since Z is given
by Z = (C, R), which is a graph composed of roads (edges)
and intersections (vertexes), as illustrated in Figure 4.

The result of the global planning is a route described
as an ordered list of segments. These segments are roads
and intersections (e.g. crossing and roundabouts) that leads
the vehicle to the destination. Each segment of the route,
according to its type, is processed using the proper sequence of
equations in order to find its clothoid parameters. Thus, lines 7,
11 and 15 select the kind of path segment. For roundabouts,
further condition block statements are used to select among
the special cases of roundabout exits, as stated in Section V-
C. Finally, all individual segments are merged together to form
the complete path for the vehicle.

E. Navigation

At the navigation stage, two routes are performed by
CaRINA II, as depicted in Fig. 16. The computation of
those routes involves lanes, T-junctions, roundabouts and
lane changes. The videos of the performed routes and
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Fig. 14. Roundabout path planning. The entrance road is double-lane and
the external lane inside the roundabout is taken.

where the top-left road is the roundabout entrance for this
case. Analyzing this result, it should be noted that the proposed
path planner can deal even with non-symmetrical roundabouts,
since the parameters can be tuned for each entrance/exit
individually.

C. Lane Change

The double-lanes roads present on the mapped area are,
in its major part, straight lines. Because of that, a double-lane
roundabout is chosen to validate the lane change approach,
since its curvature is relatively far from zero.

Figure 15 shows a path inside a double-lane roundabout,
where two lane changes between the internal and external
lanes are performed. As it can be seen, the curvature continuity
is guaranteed even when the curvature at the start and end of
the maneuver are not null.

Fig. 15. Lane change inside a double-lane roundabout.
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Algorithm 1 describes the global (obstacle-free) path-
planning, which uses the road-network model presented in
Section IV and the plath-planning algorithm described in
Section V. This algorithm comprehends the basic steps made
by the Route Planning and Path Reference Planning of the
navigation architecture for CaRINA II (Fig. 12), consider-
ing roundabouts, crossings, and road segments. Lane-change
maneuvers described in Section V.D were not included in
Algorithm 1 because they should be generated by a local path-
planning module that considers dynamic situations, perception
information and decisions made by decision-making compo-
nents. This is in line with other architecture designs presented
in the literature [3], [27] [40].

Therefore, Algorithm 1 receives as input the start (Ps) and
goal (Pg) positions of the vehicle and the road-network model
(Z). The first step (lines 1 and 2) is then to convert the global
reference frame of the localization (e.g, a GPS position in
UTM frame) into a local frame (ps and pg) with respect to the
map, or road-network (see Section VI-E). After that, the next
stage is to use the route-network model to perform the global
planning (line 3), finding a route between the current position
(ps) towards the destination (pg). To do that, graph search
algorithms (e.g. Dijsktra and A*) can be used, since Z is given
by Z = (C, R), which is a graph composed of roads (edges)
and intersections (vertexes), as illustrated in Figure 4.

The result of the global planning is a route described
as an ordered list of segments. These segments are roads
and intersections (e.g. crossing and roundabouts) that leads
the vehicle to the destination. Each segment of the route,
according to its type, is processed using the proper sequence of
equations in order to find its clothoid parameters. Thus, lines 7,
11 and 15 select the kind of path segment. For roundabouts,
further condition block statements are used to select among
the special cases of roundabout exits, as stated in Section V-
C. Finally, all individual segments are merged together to form
the complete path for the vehicle.

E. Navigation

At the navigation stage, two routes are performed by
CaRINA II, as depicted in Fig. 16. The computation of
those routes involves lanes, T-junctions, roundabouts and
lane changes. The videos of the performed routes and
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by the Route Planning and Path Reference Planning of the
navigation architecture for CaRINA II (Fig. 12), consider-
ing roundabouts, crossings, and road segments. Lane-change
maneuvers described in Section V.D were not included in
Algorithm 1 because they should be generated by a local path-
planning module that considers dynamic situations, perception
information and decisions made by decision-making compo-
nents. This is in line with other architecture designs presented
in the literature [3], [27] [40].

Therefore, Algorithm 1 receives as input the start (Ps) and
goal (Pg) positions of the vehicle and the road-network model
(Z). The first step (lines 1 and 2) is then to convert the global
reference frame of the localization (e.g, a GPS position in
UTM frame) into a local frame (ps and pg) with respect to the
map, or road-network (see Section VI-E). After that, the next
stage is to use the route-network model to perform the global
planning (line 3), finding a route between the current position
(ps) towards the destination (pg). To do that, graph search
algorithms (e.g. Dijsktra and A*) can be used, since Z is given
by Z = (C, R), which is a graph composed of roads (edges)
and intersections (vertexes), as illustrated in Figure 4.

The result of the global planning is a route described
as an ordered list of segments. These segments are roads
and intersections (e.g. crossing and roundabouts) that leads
the vehicle to the destination. Each segment of the route,
according to its type, is processed using the proper sequence of
equations in order to find its clothoid parameters. Thus, lines 7,
11 and 15 select the kind of path segment. For roundabouts,
further condition block statements are used to select among
the special cases of roundabout exits, as stated in Section V-
C. Finally, all individual segments are merged together to form
the complete path for the vehicle.

E. Navigation

At the navigation stage, two routes are performed by
CaRINA II, as depicted in Fig. 16. The computation of
those routes involves lanes, T-junctions, roundabouts and
lane changes. The videos of the performed routes and
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Decision Making

• Inverse Reinforcement Learning for longitudinal velocity control;
• Observation of state and distance of traffic light ahead;
• Observation of current distance and velocity of other vehicles ahead;
• Mixed discrete-continuous POMPD model to deal with uncertainties 

on state transitions; 
• Intention of other vehicles are

partially observed;

SILVA, J. A. R. da; GRASSI JR., V.; WOLF, D. F. Continuous Deep Maximum Entropy Inverse Reinforcement Learning using 
online POMDP. In: Proc. of the 2019 19th International Conference on Advanced Robotics (ICAR). IEEE, 2019.



Control



Gaussian Process/ Bayesian Optimization
• Black-box dynamic model of a truck using 

Gaussian Process;
• MPC using the learned model;

ROCHA, F. H. M.; GRASSI JR, V.; WOLF, D. F. Identificação do Modelo Longitudinal de um Veículo de Grande Porte 
Utilizando Processos Gaussianos. In: XII Simpósio Brasileiro de Automação Inteligente (SBAI). Natal, RN, 2015.

ROCHA, F. H. M. D.; GRASSI JR., V.; GUIZILINI, V. C.; RAMOS, F. Model Predictive Control of a Heavy-Duty Truck Based on 
Gaussian Process. In: Proceedings - 13th Latin American Robotics Symposium and 4th Brazilian Symposium on Robotics, 
LARS/SBR 2016. IEEE, 2016.



Processos Gaussianos / Otimização Bayesiana
• Black-box dynamic model of a truck using 

Gaussian Process;
• MPC using the learned model;
• Learning using Bayesian Optimation to find 

an optimal policy for longitudinal velocity 
control;

The proposed method is summarised in Algorithm 2. In
lines 1 through 4, it collects the initial set of observations
for the GP. In lines 5 through 12, the search for the optimal
policy is performed. Line 7 executes the policy parameterised
by the current weights. Lines 8 through 10 keep track of the
optimum. Line 11 updates the GP dataset. Line 12 performs
the maximisation of the acquisition function to select the
next vector of weights to evaluate. The algorithm proceeds
until its budget of N function evaluations is exhausted.

Algorithm 2: CDBO
Input: w0: weights of the initial policy

σ2
0 : initial samples variance

S: number of initial samples
N : number of laps

1 for s = 1 . . . S do
2 Sample ws ∼ N (w0, Iσ2

0)
3 Rs ← Execute π(x;ws)

4 D ← {ws, Rs}Ss=1

5 R∗ ← maxRs=1,...,S

6 for i = 0 . . . N − S do
7 Ri ← Execute πwi

8 if Ri > R∗ then
9 R∗ ← Ri

10 w∗ ← wi

11 D ← D ∪ {(wi, Ri)}
12 wi+1 =

StochasticCoordinateAscent(h,w∗,D)

13 return w∗, R∗

V. EXPERIMENTS

In this section, we present the experimental evaluation of
the performance of our method in simulation. We performed
tests with a robot car driving on race tracks performing
realistic full physics simulation using the race engine of an
open-source game, called Speed Dreams1, which is based on
TORCS [30]. In all the tests, we compared the performance
of the algorithm against:

• CMA-ES, which has been applied to reinforcement
learning problems [31], in particular, we use active
CMA-ES [32], with an implementation provided by an
open-source library2;

• standard BO, using CMA-ES to optimise the acquisition
function.

• REMBO [13], a Bayesian Optimisation technique that
uses random embeddings, developed to deal with high-
dimensional problems. We tested with both 5 and 10-
dimensional random embeddings.

To run the internal optimisation along each coordinate in
our method, we used COBYLA [33], a local derivative-free
optimisation algorithm, with an implementation provided by
a popular non-linear optimisation library [34].

1Speed Dreams: https://sourceforge.net/projects/speed-dreams/
2https://github.com/beniz/libcmaes

Fig. 1. Screen-shot of the race car used by our algorithm in simulations
using the game engine.

A. Setup
The state space of the robot is represented as its position

along a given race line normalised by its length, i.e. x ∈
[0, 1], where 0 corresponds to the start line, increasing to 1
when the robot crosses the finish line. As race line, we used
the centre line of the track, but it could be any other valid
trajectory, allowing our method to be combined with racing
line optimisation algorithms. The control policy actuates the
car’s acceleration by optimising throttle and braking, which
are combined into a single scalar output a ∈ [−1, 1], with
positive values for throttle and negative for braking. The
steering control was performed using a simple proportional-
integral (PI) controller, which tries to minimise the distance
between the car and the racing line. We have not approached
the steering control in this paper, since optimising only
the acceleration control of the car is already a challenging
problem and sufficient to demonstrate the capabilities of the
proposed BO method in dealing with high dimensions.

In this setup, the algorithm needed to be cautious not to
set huge acceleration values for the car at critical parts of
the track, like curves, both to not destabilise the steering
controller and also to respect the friction limits of the tires.
Figure 1 presents a screen-shot with the car model we used,
a Spirit 300.

For features φ̂, we utilised an array of M kernels placed
over a set of inducing points along the track, i.e.:

φ̂(x) = [ka(x, x̂1), . . . , ka(x, x̂M )]T. (14)

We chose X̂ = { i
M−1}

M−1
i=0 , so that it forms a set of M

regularly-spaced points along the track. In this sense, no prior
information about where the critical parts of the track are
was assumed. However, a possible way to choose X̂ would
be to place points around portions of the track requiring
a significant change in acceleration, such as curves, which
would require a map of the track. This could also be learnt
by analysing the initial control policy, searching for areas of
high variation.

If we set ka to be the RBF squared exponential kernel, we
have the RBF network policy parameterisation, which has al-
ready been applied to some reinforcement learning problems
[9]. However, that kernel has very smooth transitions, and
would not be flexible enough to provide fast transitions in
the commands profile. Therefore, for all the experiments, we
used the Matérn class of kernel functions (see [16], Chapter
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Robust Lateral Control

• Cargo trucks; 
• Vehicle model uncertainties;
• Articulated and non-articulated trucks;

F.M. Barbosa, L.B. Marcos, M.M. da Silva et al. Control Engineering Practice 85 (2019) 246–256

Algorithm 1: The Robust Linear Quadratic Regulator
Uncertain model: Consider the model (7)–(8) and criterion (9)–(10) with known
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Fig. 3. Double lane change scenario.

Fig. 4. Block diagrams for Robust Linear Quadratic Regulator and Hÿ control systems.

Table 2
Vehicle parameters values.
Parameter Value

a1 1.734 m
a2 4.8 m
b1 2.415 m
b2 3.2 m
l1 4.149 m
l2 8.0 m
d1 *0.29 m
h1 2.125 m
l
<
1 3.859 m
" 2.6 m
v 16.667 m/s
m1 8909 kg
m2 9370 kg
Payload 24 000 kg
J1 41 566 kg m2

J2 404 360 kg m2

c1 345 155 N/rad
c2 927 126 N/rad
c3 1 158 008 N/rad

4.1. System response

The articulated heavy vehicle behaviour was evaluated with nu-
merical results by taking a given reference path. For this purpose, the
lateral velocity, yaw rate, articulation angle rate, articulation angle,
lateral displacement and orientation error of the vehicle were observed.
Moreover, controller evaluation was done through graphic analysis,
and by adopting maximum steering rate and L2 norm of the error as
performance criteria.

Tables 3 and 4 show maximum steering rate, payload variations,
and L2 norm of lateral displacement and orientation errors for both
performed controllers, respectively. Payload values for every evaluated
case were chosen for the best illustration of the influence of mass
variation.

The nominal payload was applied, and the weight matrices Q and
R were adjusted so that the maximum steering rate was maxÒ ÜuÒ

RLQR
˘

0.3432 rad/s. In addition, the direct counterpart weight matrices Rc and
Q

c have the same values adjusted in Q and R, respectively. Moreover,
the robustness parameter � was adjusted to the lowest possible value
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Eco-cruise Model Predictive Control (MPC)
• Longitudinal velocity control for fuel economy;
• Considers a known elevation profile road model and dynamic vehicle 

model;
• Model includes lateral 

accelaration for
passengers comfort;
• NMPC is computed using

C/GMRES algorithm;

2

way, the processing power existent in autonomous vehicles would allow the implementation
of the strategies used on eco-driving in a more e�cient way, since it could analyze the
information obtained from its environment and current states to compute the best action
to be taken. A model-based predictive control (MPC) strategy was chosen to generate the
sequence of control inputs, based on the optimization of future states of the vehicle over
a prediction horizon.

The main purpose of this paper is to increase fuel economy, using road gradient infor-
mation obtained from a digital map, a GPS module, a mathematical model of the vehicle
dynamics and a fuel consumption estimation. Di↵erently from previous works [1,3] where
only a generic vehicle model was used, this paper uses specific vehicle powertrain and fuel
consumption models to achieve a better accuracy in the simulation results with a real
world system. An illustrated concept of the project is shown in Figure 1.

Figure 1: Illustrated concept of the paper.

2 Methods

2.1 Vehicle powertrain model

The powertrain model used in this paper is based on [5] and [9]. These equations use
specific vehicle information that are publicly available. The equation (1) represents the
engine speed !e any instant t, where v(t) is the vehicle velocity (km/h), ⇠0 the current
gear ratio, r the wheel radius (m), i tire slippage (%), !idle and !red are the idle and
redline engine speed (rpm), respectively.

!e(t) = min

✓
max

✓
1000v(t)⇠0
120⇡r(1� i)

,!idle

◆
,!red

◆
(1)

CALDAS, K. A. Q.; GRASSI JR., V. Eco-cruise NMPC Control for Autonomous Vehicles. In: Proc. of the 2019 19th 
International Conference on Advanced Robotics (ICAR). IEEE, 2019



Deep Reinforced Learning
• Robust linear quadractic regulator (RLQR) combined with deep 

reinforced learning (DRL);
• Application for autonomous vehicle lateral control;

G.A.P. de Morais, L.B. Marcos, J.N.A.D. Bueno et al. Control Engineering Practice 104 (2020) 104630

Fig. 3. CNN architecture from the proposed DRL algorithm.

Fig. 4. Hybrid model: the CNN output channels provide input variables to the controller.

3. Finally, the third objective assesses disturbance on simulation
measurements, and a minimal standard deviation on the results
is desired:

argmin
i
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(37)

Thus, each decision matrix determines a vector function:

F
�

A
i

�

=
⌅

f1
�

A
i

�

, f2
�

A
i

�

, f3
�

A
i

�⇧

. (38)

The set of solutions is specified by the Pareto Optimality Theory
(Ehrgott, 2005). It defines a decision matrix A

<
i
as a Pareto optimal

if and only if there is no decision matrix A
l
, l À {1,… , 768}, such that

F(A
l
) dominates F(A<

i
). For the proposed Pareto dominance, a vector

F(U) dominates another vector F(V) if and only if

(f1 (U) f f1 (V)) · (f2 (U) g f2 (V)) · (f3 (U) f f3 (V)), (39)

and at least for one objective function

(f1 (U) < f1 (V)) ‚ (f2 (U) > f2 (V)) ‚ (f3 (U) < f3 (V)). (40)

All Pareto optimal solutions compose the Pareto set (PS), as:

PS := {A
i
A

i
is Pareto optimal}. (41)

The composition of the objective functions of PS defines the Pareto
front (PF ):

PF := {F
�

A
i

�

A
i
À PS}. (42)

The PF may be composed of more than a single channel. It is
mandatory to define a maximum number of state variables to decrease
computational costs which provides efficient control systems. Thus, the
chosen control reference is the output channel a

c
, c À {1,… , 768},

with the most centralized PF value (A
c
). It promotes a better balance

between the three objective functions. Furthermore, it is valid to add
the  selected output channels closest neighbors in the PF , as control
references.

5.2.2. Error signal determination
After selecting a normalized output channel a

c
as vehicle centrality

measurement, it is necessary to define an error value to be minimized
by a steering action. For the proposed problem, negative steering values
mean left turn, while positive values mean right turn. Firstly, the
control reference evaluates if the right displacement average value O

R

is greater or less than the centrality output response average value O
C
.

Then, since theO
C
vector determines the desired path, its average value

O
C
indicates the control reference, making it feasible to calculate the

displacement variation (e), as:

if O
C
> O

R
, then

e = a
c
*O

C

else

e = O
C
* a

c
.

(43)

Fig. 4 summarizes the proposed hybrid control architecture that
combines machine learning and linear quadratic control. The past three
RGB environment images are processed by convolution operations from
a trained CNN and the selected CNN output channels provide error
signals to a control model.

5.3. Evolutionary uncertainty matrices estimation

The estimation of the uncertainty matrices E
F
and E

G
in (29), is a

critical part of this approach. It provides a robust control loop to keep
the vehicle on the center of the lane. Since the physical parameters of
the system are unknown, an evolutionary nonlinear optimization search
conducted by the EAND (de Morais et al., 2019) is chosen to perform
this task. The EAND is composed of two main mutation processes:
the first one drives the optimization process according to a dynamic
parametrization, based on the principles of numerical differentiation
among the individuals; the second performs a search around the fit-
ness individuals of the population. This optimization algorithm has an
easy computational implementation, adaptive evolution capacity and
a new setting method, which intensifies the mutation process as the
population becomes homogeneous, avoiding a premature convergence
and keeping a balance between local and global search (de Morais et al.,
2019).

For the optimization procedure, an initial n-size population defines
the uncertainty matrices ÇX

i
= [E

Fi
,E

Gi
], i = {1,… , n}, randomly

8

MORAIS, G. A. de; MARCOS, L. B.; BUENO, J. N. A.; RESENDE, N. F. de; TERRA, M. H.; GRASSI JR., V. Vision-based robust 
control framework based on deep reinforcement learning applied to autonomous ground vehicles. Control Engineering 
Practice, v. 104, p. 104630, 2020.



Ongoing research and future works

• Movement intention estimation of pedestrians and other vehicles;
• Deep learning for uncertainty estimation;
• Deep learning for visual odometry and SLAM considering 

uncertainties;
• Perception on challenging weather and environmental conditions;
• Local path planning and control using MPC;
• Decision making using deep reinforcement learning;
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