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Why explain?

A) Explanations to UNDERSTAND decisions

B) Explanations to CONTEST decisions

C) Explanations to ALTER FUTURE decisions

Material based on the course CS282BR: Topics in Machine Learning Interpretability
and Explainability at Harvard. Lectured by Hima Lakkaraju and Ike Lage.
canvas.harvard.edu/courses/68154
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GDPR



GDPR

What? “The General Data Protection Regulation (GDPR) codifies and
unifies the data privacy laws across all the EU member countries.”

Who? “The GDPR is applicable to any citizen of the European Union
and, most importantly, for any company doing business with a citizen of
the EU.”

Why care? “the penalties laid out for violations are significant.
Enterprises found to be in violation of the provisions of the GDPR can
be fined up to 4turnover or 20 Million Euros, whichever is greater.”

When? “Enforcement of the GDPR went into effect May 25, 2018.”
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GDPR - Main provisions

Informed Consent (intelligible, clear, easy to withdraw)

Rights:

• Breach notifications
• Right to access and information
• Right of erasure, rectification
• Data portability
• Contest automated decisions

Principles:

• Data minimization
• Security
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GDPR - Individual’s Rights

The GDPR establishes the following rights for individuals: The right to
be informed, access, rectification, erasure, restrict processing, data
portability, object.

Rights in relation to automated decision making and profiling - right to
explanation.
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Counterfactual explanations



What is a counterfactual explanation?

Readable explanations - ”If your Plasma glucose concentration was
158.3 and your 2-Hour serum insulin level was 160.5, you would have a
score of 0.51.”

Flipset explanations:

Figura 1: Example of set of changes for a original sample, on the left, leading
to a new state, on the right, that achieves the desired outcome.
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Counterfactual explanation to solve GDPR [Wachter et al.,
2017]

Their two main arguments:

1. The GDPR does not require “opening the black box”.
2. Counterfactual explanations fulfill (and go beyond) the

requirements of the GDPR.
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Why use counterfactual explanation?

The usual approach to explanation: Focuses primarily on an explanation
of the internal structure of the algorithms and how it led to the
decisions.

Counterfactual approach to explanation: Describes dependency on the
external facts that led to the decision.
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Mathematical definition

Let’s suppose a learning machine f (θ, x):

• f (•) - is the decision function.
• θ - is the parameter vector, already adjusted to a dataset.
• x - is a sample.

a conterfactual explanation consists in a synthetic sample x′ that
achieves a desired outcome y ′ in similarity f (θ, x′) ≈ y ′ or constraint
f (θ, x′) ≥ y ′.

Important property: reduce the cost c(•) of changing an instance. So,
min c(x, x′).
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Creating counterfactual explanations



How to achieve a counterfactual explanation? [Wachter et al.,
2017]

We want to find a new outcome f (θ, x′) as close as possible to y ′, then:
min(f (θ, x′) ≥ y ′)2.

We want find minimal change on sample, then: min d(x′, x).

min
x′

max
λ
λ(f (θ, x′) ≥ y ′)2 + d(x′, x) (1)

d(x′, x) can be:

•
∑

k(xk − x ′k)2.
•

∑
k

(xk−x ′
k)2

σk
.

•
∑

k
|xk−x ′

k |
MADk

, MADk is median deviation of the median – equivalent
to standard deviation.
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LSAT dataset

Figura 2: Representation of three experiments showing possible
counterfactual explanations to the LSAT dataset.
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Readable explanations - LSAT

1. If your LSAT was 34.0, you would have an average predicted score.
2. If your LSAT was 32.4, you would have an average predicted score.
3. If your LSAT was 33.5, and you were ’white’, you would have an

average predicted score.
4. If your LSAT was 35.8, and you were ’white’, you would have an

average predicted score.
5. If your LSAT was 34.9, you would have an average predicted score.
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Readable explanations - Pima diabetes

1. If your 2-Hour serum insulin level was 154.3, you would have a
score of 0.51.

2. If your 2-Hour serum insulin level was 169.5, you would have a
score of 0.51.

3. If your Plasma glucose concentration was 158.3 and your 2-Hour
serum insulin level was 160.5, you would have a score of 0.51.
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Other approaches



Other approaches - Single changes [Krause et al., 2016]

Figura 3: Impact of changing single features on the risk of developing
diabetes.
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Other approaches - Inverse classification

Searches in the datasets the set of features (also interpreted as actions)
that achieves the desired class.

Use of the Gini index to find a set of features that describe samples
with high Gini index, enough support (number of samples) and have the
desired class as dominant [Aggarwal et al., 2010].

Use of greedy changes (changes that increase the probability of the
desired class) using KNN as classifier [Yang et al., 2012].
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Other approaches - inspecting trees

(a) Single tree (b) Additive trees

Figura 4: Representation of trees.
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Other approaches - inspecting trees

• Greedy algorithms [Yang et al., 2003, Yang et al., 2007],
• Mixed linear-integer formulation of the swaps between leaves of the

trees [Cui et al., 2015],
• A∗-like search [Lu et al., 2017, Lv et al., 2018].
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Counterfactual explanations in linear
classification



Actionable recourse in linear classification [Ustun et al., 2019]

min
a

cost(a; x)

s.t. f (x + a) = 1
a ∈ A(x).

(2)

A(x) is the set of possible actions of x,

cost(a; x) have to increase with the increase of a.
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Linear-integer model [Ustun et al., 2019]

min
a

∑
j

∑
k

cjkvjk

s.t.
∑

j
wjaj +

∑
j

wjxj ≥ 0

aj =
∑

k
ajkvjk , ∀j

1 = uj +
∑

k
vjk , ∀j

aj ∈ R, ∀j
uj ∈ {0, 1}, ∀j
vjk ∈ {0, 1}, ∀i , ∀j

(3)
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Example of an explanation [Ustun et al., 2019]

Figura 5: Example of set of changes for a original sample, on the left, leading
to a new state, on the right, that achieves the desired outcome.
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Results [Ustun et al., 2019]

Figura 6: Impact of increasing the l1-penalty of the test error, on the number
of non-zero coefficients in the model, on the number of individuals with
recourse and in the cost of the recourse. 20



Counterfactual Explanations Limitations [Rudin, 2019]

• Counterfactual explanations show the easiest change to the user.
• But we don’t know, for sure, if this explanation is, in fact, easy.
• The function that depicts the cost to the user is hard to design.

And it is hard to help the user to design a personalized cost
function.

“For that reason, it is unclear that counterfactual explanations would
suffice for high stakes decisions.” [Rudin, 2019]

Ok, but if we enumerate a diverse set of explanations?
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Enumerating possible explanations [Ustun et al., 2019]

Figura 7: Example of sets of feature changes that change the outcome.
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Multi-objective optimization

Figura 8: Representation of the objetive space for a multi-objetive
optimization problem.
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Enumerating multi-objective options

Here we have two objectives, number of changes and cost of the change.

142 127 127 127 113 99

80 99 110 110 110

63 46 46 41

32 30 30

3 2

Glucose

BloodPressure

Age

BMI

Pregnancies

Figura 9: Representation enumerated actions using multi-objective
optimization.
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Enumerating multi-objective options

Here we considered the intensity of the change of every action as the
objective.

142 127 113 113 113 113 113 113 113 113 113 113 113 113 113 113 113 113 127 127 127 113 127

63 41 46 41 41 41 46 46 56 36 56 31 31 31 36 36

3 2 2 0 0 0 0 0 0 0 0 0 0

80 110 88 99 99 99 110 88 99 110 110 99 99

32 30 30 30 24 24 24 24 24 24

0 52 104

0.2 0.09 0.09

15 12

Glucose

Age

Pregnancies

BloodPressure

BMI

Insulin

DiabetesPedigreeFunction

SkinThickness

Figura 10: Representation enumerated actions using multi-objective
optimization.
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