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Visualizing Model Behavior
Jorge Poco, @jpocom
Fundação Getulio Vargas

Material base on: 
!- Slides from Julius Adebayo (“Sanity Checks for ‘Saliency’ Maps”) 
!- Slides from Julius Adebayo & Hima Lakkaraju (“Visualizing Model Behavior”)



Introduction 
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Recent ML Systems achieve superhuman 
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From Data to Information
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From Data to Information
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Interpretable vs. Powerful Models ?
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Dimensions of Interpretability
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Why Interpretability ?



10

Why Interpretability ?



11

Why Interpretability ?



12

Why Interpretability ?



13

Why Interpretability ?



14

Techniques of Interpretation
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Explaining Neural Network Predictions  
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Explaining Neural Network Predictions  
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Explaining Predictions Pixel-wise  
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Applying Explanation in Vision and Text  
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Application: Faces  



Application: Document Classification  
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Sanity Checks for ‘Saliency’ Maps

29



30

Motivation  

" Developer/Researcher: Model Debugging.  

" Safety concerns. 

" Ethical concerns.  

" Trust: Satiate ‘societal’ need for reasoning to trust an automated system 
learned from data. 



31

Goals: Model Debugging  
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Promise of Explanations
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Saliency/Attribution Maps 
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How to compute attribution? 
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Some Issues with the Gradient  
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Integrated Gradients  
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SmoothGrad  
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Gradient-Input 
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Guided BackProp  
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Other Learned Kinds  
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The Selection Conundrum  
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The Selection Conundrum  

For a particular task and model, how should a developer/researcher 
select which method to use? 
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Desirable Properties  

Sensitivity to the parameters of a model to be explained. 

Depend on the labeling of the data, i.e., reflect the relationship between 
inputs and outputs. 
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Sanity Checks  
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Model Parameter Randomization  
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Model Parameter Randomization  
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Model Parameter Randomization  
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Metrics  
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Model Parameter Randomization  
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Data Randomization  
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Summary  

" Focused on gradient-based methods mostly.  

" Sanity checks don’t tell if a method is good, just if it is invariant.  

" Sole visual inspection can be deceiving. 
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What about other 
methods?
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Attacks  



Visualizing Deep Neural Network Decisions: 
Prediction Difference Analysis
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Marginal vs Conditional Sampling

▪Marginal Sampling # pixels that can be easily 
predicted using neighborhood are important 

▪Conditional Sampling # more specific and fine 
grained results
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Multivariate Analysis : Window Sizes

▪AlexNet, l = k + 4, varying k 

▪Increasing window size # more easily interpretable, smooth until 
image gets blurry
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Visualization of Hidden Layers

▪Visualize 3 different feature maps react to multiple images  

▪Middle of the network -- GoogLeNet
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Penultimate vs Output Layers

▪Visualizations in penultimate layer look similar if classes are similar 

▪In the final layer, values of nodes are all interdependen
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Comparing Neural Architectures

▪AlexNet is looking at more contextual info  

▪E.g., sky in balloon image 

▪VGG: last image 

▪Basket differentiates between balloon and parachute 
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Jorge Poco, @jpocom
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